
Tw o Computer Sciences: a Branch of Physics and Naur’s Dataology

1. Introduction

This paper argues that there is a science of computing separate from the study of
computers as tools and separate from designing and constructing computers.I am using
the term science in a broad sense following the ancient Greek view of science as learning
about the universe or the early 20th century modern physics view of science as natural
philosophy.

Currently, computing is studied as engineering in EECS (electrical engineering and
computer science) departments.Originally from the invention of computers after World
War II, various types of studies involving computers were viewed as physics. Boththe
original Stanford CS department and the UC Berkeley CS departments were split off
from physics in the 1960s. Projects such as developing languages to operate computers
as tools were usually also part of physics. For example, Niklaus Wirth developed the
early Pascal computer language at SLAC (Stanford Linear Accelerator).

A result of studying only the engineering aspects of the computer as a tool is that
progress is seen as developing new types of computers, for example quantum computers,
or importing formal mathematics into the study of computing without methodological
debate or scientific experimentation. Also,P=?NP as a measure of abstract mathematical
problem difficulty was adopted as mathematical truth without any methodological debate
or experimentation because engineering simply applies mathematics, it does not test or
question it. Even books seemingly aimed at computing as physics tend to be broad
surveys conveying assumed truth instead of testing scientific theories (for example
Aaronson[2013]).

There are alternative conceptions of mathematics that "prove" results opposite to
those currently believed. Thebest know examples are from the work of Paul Finsler who
denied the validity of Zermelo Frankel set theory and proved the continuum hypothesis is
true (Breger[1995], Finsler[1969], Finsler[1996]).Computing may allow methodological
testing of the alternatives.

One result of only studying the tool called computers is that many academic areas
give priority to the tool and assume human though is the same as computing without
debate or testing.The situation is very much like ancient Roman progress and innovation
as for example building aqueducts in comparison to Greek study of Zeno’s paradox.

CS as part of physics was envisaged by Richard Feynman in the early 1960s
(Feynman[1963], in particular discussion of calculation for physics versus calculations
for engineering). I know this from taking Mathew Sand’s philosophy of education
seminar and discussing computing with him as a Stanford undergraduate. However,
Feynman changed by 1987 to describe EECS as limited to studying computers as tools
and as engineering development (Feynman[1996] p. Xiii, but see also Feynman[1987]
that expresses the earlier view).

This paper can be read as filling in the details of what science of computing should
be as outlined by Roger Penrose (Penrose[1987], Penrose[1989], Penrose[1994]).
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2. Dataology as the Study of Data

Professor Naur coined the term dataology (Naur[2005], Naur[2007) for problems
that involve computing abstracted from computing machines. The "big data" area is an
example. Sincedata gets its meaning from human interpretation, dataology would
probably fit into the area of social sciences or maybe library sciences.Study of data is
very much like dev eloping better library book catalog systems.

The significant discovery of Professor Naur is that the study of universal computing
(Turing machines) probably fits into the dataology scientific area because universal
computing is not just mathematics but requires empirical testing.Turing machines as
related to the mind may also be part of physics (natural philosophy) because physics has
always involved theoretical questions on the nature of calculating, and because quantum
physics brought the observer into study of physical reality. I do not understand exactly
the role of universal computing in either dataology or physics or in which of the two
computing sciences it should fit in.

3. Computing as a Branch of Physics

The reason that computing academic departments arose from physics is that
progress in physics has involved studies of calculating. There is a current view that
physics progresses by becoming more like formal mathematics, but that was not true at
least until the latter part of the 20th Century. Opposition to the formalist view of physics
is probably best expressed by the recently available Einstein lecture on Geometry
(Einstein[1921], also Finsler[1996]).

It seems to me the main reason for studying computing as a part of physics
(students trained also as physicists) is that there is quite a bit of evidence that the universe
is somehow discrete and irregular (for example Noyes[2001]). Itis possible to imagine a
physical theory that does not involve differential equations but divides space (and time?)
into discrete and irregular and probably tiny discrete objects as was almost certainly
considered by Max Planck and Ludwig Boltzmann in the 19th century (Kuhn[1978], pp.
76-91).

The study of the physics subarea of CS was perhaps already envisioned by Max
Planck (maybe along with Carl Runge and Albert Einstein) (Kuhn[1978] p. 111).The
problem was calculating behavior of individual particles in kinetic gases along with the
black body radiation problem.Plank’s work involved questions of calculations and logic.
Planck’s original result was dependent on the countable characterization of tiny
oscillators and how to view thermodynamics because Planck believed in some kind of
particle reality by opposing the energists (Kuhn[1978], p. 21). Also Planck understood
the importance of studying calculating outside of pure mathematics because he hired
Ernst Zermelo as his Humboldt assistant in 1895. Zermelo proved that reversible
processes were impossible which is obviously wrong physics from thermodynamics
(Kuhn[1978], p. 26).A more modern work by a physicist studying calculating is David
Bohm’s ideas of the "qualitative infinity of the universe" and "chance and necessity"
(Bohm[1957]).



- 3 -

4. References

Aaronson[2013] Aaronson,S. Quantum Computing Since Democritus. Cambridge
University Press, 2013.

Bohm[1957] Bohm, D. Causality and Chance in Modern Physics. Van
Nostrand, 1957.

Breger[1995] Breger, H. A restoration that failed: Paul Finsler’s theory of sets.
In Gillies, D. (ed.)Revolutions in Mathematics., Oxford University
Press, 249-264, 1995.

Einstein[1921] Einstein,A. Geometry and Experience.Lecture before Prussian
Academy of Sciences. Berlin, January 27, 1921, Mar. 2014 URL:
www.relativitycalculator.com/pdfs/einstein_geometry_and_experience_1921.pdf

Feynman[1963] Feynman, R., Leighton, B. and Sands, M.The Feynman Lectures
on Physics., Addison Wesley, 1963.

Feynman[1987] Feynman, R. Negative Probability. In Quantum Implications:
Essays in Honor of David Bohm. B. Hiley, and D. Peat eds.
Routledge, 235-248, 1987.

Feynman[1996] Feynman, R. Fe ynman Lectures on Computation. J. Hey, and R.
Allen eds. Perseus Books, 1996 (but lectures from the 1980s).

Finsler[1969] Finsler, P. Ueber die Unabhaengigkeit der Continuumshypothese.
Dialectica 23, 67-78, 1969.

Finsler[1996] Finsler, P. Finsler set theory: platonism and circularity. D. Booth
and R. Ziegler (eds.) Birkhauser, 1996.

Fisher[2014] Fisher, G. and Park, B. Checks-and-balances: orbital symmetry
and quantitative methods in late twentieth century quantum
chemistry. in Integrated History and Philosophy of Science
(&HPS5). (URL: July 2014: http://hps5.univie.ac.at/about-the-
conference/ abstracts), 30-31, 2014.

Hartmanis[1974] Hartmanis,J. and Simon, J. "On the Structure of Feasible
Computations", in Rubinoff, M.and Yovits, M. (eds.)Advances in
Computers 14. Academic Press, 1976, 1-43.

Kuhn[1978] Kuhn, T. Black-Body Theory and the Quantum Discontinuity,
1894-1912. Oxford University Press, 1978.

Mansuripur[2012] Mansuripur, M. Textbook Electrodynamics May Contradict
Relativity, News&Analysis section,Science Vol. 336., 404.

McDonald[2013] McDonald,K. Mansuripur’s Paradox. Unpublished January 2013
URL: www.physics.princeton.edu/ mcdonald/examples/mansuripur.pdf,

Naur[2005] Naur, P. "Computing as science", inAn anatomy of human mental
life. naur.com Publishing, Appendix 2, 208-217.(URL Mar. 2014:
www.Naur.com/Nauranat-ref.html), 2005.

Naur[2007] Naur, P. Computing versus human thinking.Comm. ACM 50(1),
85-94, 2007.

Noyes[2001] Noyes, P. and van den Berg, J. (eds.)Bit-String Physics: A Finite
and Discrete Approach to Natural Philosophy. World Scientific,



- 4 -

2001.
Park[2089] Park, B. Between Accuracy and Manageability: Computational

Imperatives in Quantum Chemistry. in Historical Studies in the
Natural Sciences 39(1), 32-62, 2009.

Penrose[1987] Penrose,R. Quantum Physics and Conscious Thought.In
Quantum Implications: Essays in Honor of David Bohm. B. Hiley,
and D. Peat eds. Routledge, 105-120, 1987.

Penrose[1989] Penrose,R. The Emperor’s New Mind. Oxford University Press,
1989.

Penrose[1994] Penrose,R. Shadows of the Mind - A Search for the Missing
Science of Consciousness. Oxford University Press, 1994.

Scott[1967] Scott,D., 1967. A Proof of the Independence of the Continuum
Hypothesis.Theory of Computing Systems 1(2), pp. 89-111, 1967.

Shamir[2012] Ron,D. and Shamir, A. Quantitative Analysis of the Full Bitcoin
Transaction Graph. in Cryptology ePrint Archive: Report
2012/584. (URL: July 2014: https://eprint.iacr.org/2012/584),
2012.

Shockley[1967] Shockley, W. and James, R. "Try Simple Cases" Discovery of
"Hidden Momentum" Forces on "Magnetic Currents."Phys. Rev.
Lett. 18, 876.

Uebel[2014] Uebel,T. Value, Facts and Methodologies: A Case Study in
Philosophy of Economics. inIntegrated History and Philosophy of
Science (&HPS5). (URL: July 2014:
http://hps5.univie.ac.at/about-the-conference/ abstracts), 40-48,
2014.


